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Preface

Data is being collected by websites, mobile applications, dispensations (on various pretexts),
and even by devices. This data must be analyzed to become useful. The patterns extracted
by this data can be used for targeted marketing, national security, propagating believes and
myths, and many other tasks. Machine Learning helps us in explaining the data by a simple
model. It is currently being used in various disciplines ranging from Biology to Finance and
hence has become one of the most important subjects.

There is an immediate need for a book that not only explains the basics but also includes
implementations. The analysis of the models using various datasets needs to be explained, to
find out which model can be used to explain a given data. Despite the presence of excellent
books on the subject, none of the existing books covers all the above points.

This book covers major topics in Machine Learning. It begins with data cleansing and presents
a brief overview of visualization.

Organization of the book

This book contains three sections namely: Fundamentals, Supervised Learning Techniques
and Unsupervised Learning Techniques along with an introduction to Deep Learning. The
names of the fifteen chapters and their brief overview are as follows:

Section I: Fundamentals

Chapter 1: An Introduction to Machine Learning - Machine Learning helps to analyze huge
data, predict trends, find patterns, and so on. It is currently being used to diagnose diseases,
for surveillance, for developing automated vehicles, etc. This chapter introduces Machine
Learning, discusses its types, and how it is different from conventional algorithms. This
chapter also presents an overview of the history of Machine Learning and its applications.
Some exciting tools that use Al for writing your mails, drawing images, creating music etc
have also been discussed in this chapter.

Chapter 2: The Beginning: Data Pre-Processing - Machine Learning pipeline includes four
major steps: cleaning of data, extracting features, selecting relevant features, and applying
learning algorithms. The first and mostimportant task is to clean the data. The data may contain
missing values due to the reasons discussed in the chapter. Since missing data will hamper the
learning process or, worse, will make the model learn incorrectly, dealing with such values is
essential. This chapter gives an overview of how to deal with such values. Cleaning of data
will enhance the performance of our Machine Learning model and make the results more
meaningful. The chapter also deals with data integration and normalization.

Chapter 3: Feature Selection - The pre-processing of data follows feature extraction. These
features will be used to create a feature set, which will help in learning. At times, the features so
obtained are huge in number. However, not all the features so obtained are equally important.
Some of them are redundant, and some are noisy. The redundant features do not enhance the
performance of a model, and the noisy features may degrade the performance of a model.
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Therefore, a smaller, more relevant subset of features needs to be selected to carry out the
required learning task efficiently and effectively.

Feature selection aims atbetter performance and reduced learning time. This chapter introduces
some of the most important feature selection methods. The reader will be able to implement
these methods and make the ML model effective and efficient.

Chapter 4: Feature Extraction - This chapter introduces feature extraction and discusses its
importance. It also introduces a feature transformation method called Principal Component
Analysis. Topics including extracting relevant features from this image, finding the distribution
of microstructures etc. have been covered in the chapter. Feature extraction from audio data
has also been discussed in this chapter. This includes finding frequencies of the audio input,
finding the multiple frequencies of small samples, discrete wavelet transforms and so on.

Chapter 5: Model Development - We need to gather appropriate data for the project, carry out
the preprocessing, and then move forward. This chapter revisits the Machine Learning Pipeline,
and then moves to the data splitting techniques. This is followed an informed discussion on
the concepts of underfitting, overfitting, bias and variance. This chapter also discusses the

methods to reduce bias and variance. Furthermore, the relation between underfitting and bias
is also discussed in the chapter.

The reader can select the method for splitting the data, find if the model suffers from underfitting
and overfitting, understand the concept of bias and variance, and methods to handle them.
The chapter is immensely important to implement models that are efficient, and effective.

Section II: Supervised Learning

Chapter 6: Regression - This chapter introduces classification. It assigns one of the designated
labels to a test sample and comes under supervised learning. Logistic Regression and Naive
Bayes are discussed and implemented in the chapter. The techniques discussed in this chapter
use the concepts of Probability.

The chapter presents some basic experiments and expects the reader to understand the
importance of empirical analysis in Machine Learning. This chapter will form the basis of
complex ML-based projects like face recognition etc.

Chapter 7: K-Nearest Neighbors - This chapter discusses a non-parametric method, called K
Nearest Neighbors, that does not require learning weights or biases. This method can generate
non-linear decision boundaries, and it is used for classification and regression.

The chapter discusses the concept of Nearest Neighbor, the implementation of the algorithm
from Scratch, and using SKLearn. The chapter also discuses Regression Using K- Nearest
Neighbors, and a method for selecting the value of K.

Chapter 8: Classification: Logistic Regression and Naive Bayes Classifier - This chapter
introduces the reader to Regression. This chapter introduces gradient descent, which will not
only help in implementing regression but also in the classification algorithms discussed in the
following chapters. The algorithm assumes that the dependent variables depend linearly on
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the independent variables, which may not always the case. The regression technique based on
the values of the nearest neighbors will overcome this limitation. This chapter also presents the
results of the application of the above algorithms on different datasets, hence uncovering the
applicability of an algorithm on diverse datasets and hence its robustness.

Chapter 9: Neural Network I: The Perceptron - This chapter describes neural networks,
which are inspired by the neurons in the brain. This chapter starts with a brief description
of the brain and the structure of neurons. The models, learning algorithms, and limitations
of neural networks have been divided into two chapters. This chapter deals with the single-
layer perceptron, and the next chapter discusses the multi-layer perceptron. This chapter
also presents the Delta Learning Rule and discusses the applicability of Perceptron in the
classification of two different datasets.

Chapter 10: Neural Network II: The Multi-Layer Perceptron - This chapter briefly explores
the fascinating world of Multi-Layer Perceptron (MLP) and presents the feed-forward model
and the back-propagation algorithm for learning. MLP’s are capable of handling data that
is not linearly separable. This chapter also presents the implementation of the multi-layer
perceptron and its applicability to some of the non-linearly separable datasets.

Chapter 11: Support Vector Machines - Support Vector Machines are perhaps one of the
best machine learning algorithms. They are elegant, effective, and even work for data having
very large dimensions. These machines, handle the curse of dimensionality gracefully. These
machines do not use the whole data to craft the separating hyperplane, but only a small subset
of the training data called the support vectors. It makes these machines' memory efficient.
Though the algorithm is based on the creation of hyperplane for linearly separable data, the
model can be extended to non-linearly separable data using the kernel trick. Also, the concept
of cost has been explained in the chapter, which allows the misclassification of the train data to
achieve better performance on the test data.

The chapter explains the implementation of SVM using sklearn.svm. The reader will be able to
appreciate the mathematical basis of SVM and use SVM for classifying the numeric data and
the images using the experiments explained in this chapter.

Chapter 12: Decision Trees - This chapter discusses the importance of decision trees. After
reading this chapter, the reader will be able to understand the concept of information gain and
the formation of a tree using the concept of information gain. Trees can also be created using
the Gini index. This chapter explains the application of Gini Index in selecting an attribute, at
a particular level. The implement of decision trees using SKLearn has also been included in
the chapter. Finally, the reader will be able to understand the procedures to curtail the depth
of a tree.

Chapter 13: An Introduction to Ensemble Learning - Decision Trees often are not considered
good predictors or classifiers. Thisis because even a small change in training data can drastically
change the performance of the decision tree. That is, they have high variance. Boosting and
Bagging help us to handle this problem.

Boosting is an ensemble method that uses many predictors and returns the majority vote as a
result of classification. In the case of regression, the average of these predictors is returned as
the result. This chapter introduces Boosting and discusses the types of Boosting.
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Bootstrap aggregating (Bagging) is used to decrease the variance of such predictors in which
we generally average the performance of many such predictors. In the bootstrap, we create
resampled data of size ‘n’ by sampling from our observed data with replacement. The empirical
distribution of data is used to estimate the true unknown data-generating distribution. In
resampling (with replacement) from the observed data, not all the training samples will appear
in each sample and each bootstrap sample contains around two third of the data points.

After reading the chapter, the reader will be able to develop efficient and effective models to
classify data and carry out regression. The models discussed in this chapter gracefully handle
the problems of Decision trees and generate better results than the classifiers discussed till
now.

Section III: Unsupervised Learning and Deep Learning

Chapter 14: Clustering - This chapter introduces an unsupervised learning technique called
clustering. The creation of groups from unorganized data is referred to as clustering. Ideally,
the items in a cluster should be as similar as possible and distinct from items of other groups.
This similarity can be found by any standard similarity measure like Euclidian distance,
Manhattan distance, and so on. To carry out clustering, one needs to decide the similarity
measure, figure out how to evaluate a cluster, and an algorithm for clustering. The evaluation
of a cluster requires finding inter-cluster separation and intra-cluster cohesion. This chapter
discusses the above issues. This chapter also addresses the question of finding the number of
clusters.

Chapter 15: Deep Learning - This chapter gives a brief overview of DL, explains how it is
different from the conventional Machine Learning pipeline, the factors responsible for the
growth of DL, the DL architectures and finally gives an overview of the applications of DL.

The implementations have been given in Python, therefore cheat sheets of NumPy, Pandas,
and Matplotlib have been included in the appendix.
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Section I: Fundamentals

“By far, the greatest danger of Artificial Intelligence is that people conclude too
early that they understand it.”

—Eliezer Yudkowsky






CHAPTER 1

An Introduction to
Machine Learning

Introduction

When you turn on the location on your mobile, upload your pictures on Facebook or Instagram,
fill out online forms, browse websites, or even order items from apps, your data is collected.
What do companies do with this huge data? They analyze it and find your preferences and
this helps them in targeted marketing. The advertisements being shown to you generally
depend on the data collected. This data helps marketing professionals lure you into buying
something you need or are even remotely interested in. Likewise, the dispensation may keep
track of suspicious activities using this data, may track the source of transactions, or gather
other important information. However, this is easier said than done. The analysis of this huge
data cannot be done using conventional methods.

To understand this, let us consider another example. Suppose Hari visits YouTube every
day and watches videos related to Indian Classical Music, Hindi Poetry, and watch Lizzie
McGuire. His friend Tarush goes to YouTube and watches Beer Biceps and other videos related
to workouts. After some time, YouTube starts suggesting different videos to both of them.
While Hari is shown a video related to Lizzie McGuire’s reboot or Dinkar, in the recommended
videos list, Tarush is shown the recommendations of videos related to workouts. This is done
using a Machine Learning algorithm that uses the profile information, context, and the video
being watched.

Machine Learning comes to the rescue of those wanting to analyze huge amounts of data,
predict trends, find patterns, and so on. It is currently being used to diagnose diseases,
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for surveillance, for developing automated vehicles, etc. This chapter introduces Machine
Learning, discusses the types of Machine Learning, and gives a brief overview of its history.
This chapter also presents an overview of the history of Machine Learning and its applications.

Structure

The main topics covered in this chapter are as follows:
e Conventional Algorithm and Machine Learning
* Types of Learning
¢  Working
e Applications of Machine Learning
e History of Machine Learning

Some exciting tools that use Al

Ob]ectlves

After reading this chapter, the reader will be able to understand the definition and types of
Machine Learning. The reader will be introduced to the ML pipeline and apprised of the
applications of Machine Learning. The chapter also gives a brief overview of the history of
Machine Learning. Finally, we will have a look at some of the exciting tools based on Machine
Learning capable of creating images, generating music, and so on.

Conventional Algorithm and Machine Learning

The algorithmic solution of a problem requires the input data and a program to produce an
output. Here, a program is a set of instructions and output is generated by applying those
instructions to the input data. In a Machine Learning Algorithm, the system takes the Input
Data along with the examples of Output (in the case of supervised learning) and creates a
model, which establishes (or tries to establish) some relation between the input and the output.
Learning, in general, is improving the outcome using experience (E). How do we know that
we have improved? The performance measure tells the performance of our model. As per Tom
Michel, Machine Learning can be defined as follows:

“If the performance measure (P) improves with experience on task (T), then the system is said to have
learned.”

Here, the Task (T) can be Classification, Regression, clustering, and so on. The data constitutes
Experience (E). The Performance Measure (P) can be any accuracy, specificity, sensitivity, F
measure, Sum of Squared errors, and so on. These terms will be defined as we proceed. To
understand this, let us consider an example of disease classification, using Magnetic Resonance
Imagining. If the number of patients correctly classified (accuracy) as diseased is considered a
performance measure, then this problem can be defined as follows:

¢ T:Classify given patients as diseased or not diseased
e P: Accuracy

e E: The MRI images of a patient
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The task will be accomplished by pre-processing the given data, extracting relevant features
from the pre-processed data, selecting the mostimportant features, and applying a classification
algorithm followed by post-processing. In general, a Machine Learning pipeline constitutes
the following steps, as shown in Figure 1.1:

Pre- Feature Feature

processing extraction selection

Post- <: Classification/
processing Regression

Figure 1.1: Machine Learning Pipeline

These terms will become clear in the following chapters. The following chapters will discuss
pre-processing, Feature Selection, Feature Extraction, and supervised learning techniques.
Having seen the definition of Machine Learning, let us now have a look at its types.

Types of Learning

Machine Learning can be classified as Supervised, Unsupervised, Semi-Supervised, and
reinforcement. Let us understand these terms before proceeding any further.

Supervised Machine Learning

This type of learning uses the labels of the data in the training-set to predict the label of a sample
in the test-set. The training set acts as a teacher in this type of algorithm, which supervises the
training process. The data in these algorithms contain samples and their correct labels. The
training process tries to uncover the pattern hidden in the data. That is, the learning aims to
relate the label Y with the data X as y = f{x), where x is a sample, and y is the label.

If this label is a discrete value, then the process is termed Classification. If y is a real value,
then it is called Regression. Regression and classification algorithms have been discussed in
the following chapters.

Examples of classification are face detection, voice detection, object detection, and so on.
Classification essentially means placing the given sample into one of the predefined categories.
Examples of regression include predicting the price of a commodity, predicting temperature,
housing price, and so on.

Unsupervised Learning

This type of learning uses input Data(X) but no labels. The learning aims to learn about the
data by grouping the like samples or by deducing the associations. Since there is no teacher



